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Abstract

Algorithmic effort prediction models are limited by their inability to cope with uncertainties and imprecision present in software projects early in the development life cycle. In this paper, we present an adaptive fuzzy logic framework for software effort prediction. The training and adaptation algorithms implemented in the framework tolerates imprecision, explains prediction rationale through rules, incorporates experts knowledge, offers transparency in the prediction system, and could adapt to new environments as new data becomes available. Our validation experiment was carried out on artificial datasets as well as the COCOMO public database. We also present an experimental validation of the training procedure employed in the framework.
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1. Introduction

Software cost and schedule estimation supports the planning and tracking of software projects. Effectively controlling the expensive investment of software development is of paramount importance [20,39]. The need for reliable and accurate cost predictions in software engineering is an ongoing challenge [13], because it allows for considerable financial and strategic planning.

Software cost estimation refers to the predictions of the likely amount of effort, time, and staffing levels required to build a software system. A very helpful form of effort prediction is the one made at an early stage during a project, when the costing of the project is proposed for approval. This project costing is derived primarily from requirements specifications documents [18]. However, estimates at the early stages of the development are the most difficult to obtain. The estimates are often the least accurate, because very little detail is known about the project and the product at the beginning.

In this paper, we present an adaptive fuzzy logic (FL) framework for effort prediction. The paper is organized as follows. In Section 2, we discuss the overtime evolution of both algorithmic and non-algorithmic models; Section 3 presents our attributes for evaluating soft computing-based prediction systems, and summary result of our critical study using the attributes. Section 4 presents an adaptive and transparent framework for effort prediction, and the training algorithms implemented. Section 5 discusses the various experiments to realize the framework. Section 6 concludes discussions of our experimental results, and Section 7 points out possible directions for future research.

2. Effort prediction models

Software effort estimation spawned some of the first attempts at rigorous software measurement, so it is the oldest, most mature aspect of software metrics. This section discusses the evolution of both algorithmic and non-algorithmic estimation techniques overtime. We summarize the section by giving the motivation for our work in this research.
2.1. Algorithmic models

Boehm was the first researcher to look at software engineering from an economic point of view. He came up with a cost estimation model, COCOMO-81 in 1981, after investigating a large set of data from TRW in the 1970s [10]. Putnam also developed an early model known as SLIM in 1978 [38]. COCOMO and SLIM [11] are both based on linear regression techniques, using data from past projects. Both COCOMO and SLIM take number of lines of code (about which least is known very early in the project) as the major input to their models. Albrecht’s function points measures the amount of functionality in a system as major input to their models. A survey on these algorithmic models and other cost estimation approaches is presented by Boehm et al. [2].

Most models rely on accurate estimate of either size of software in terms of line of code (LOC), number of user screen, interfaces, complexity, etc. at a time when uncertainty is mostly present in the project [31].

Algorithmic models such as COCOMO, have failed to present suitable solutions that take into consideration technological advancements [13]. One possible reason why algorithmic models have not proven to provide such solution is because, they are often unable to capture the complex set of relationships (e.g. the effect of each variable in a model to the overall prediction made using the model) that are evident in many software development environments [34]. They can be successful within a particular type of environment, but not flexible enough to adapt to a new environment. Their inability to handle categorical data (that is, data that are specified by a range of values) and most importantly lack of reasoning capabilities (that is, ability to draw conclusions or make judgments based on available data) contributed to the number of studies exploring non-algorithmic methods (e.g. FL).

Section 2.2 discusses some of the non-algorithmic models that are soft computing-based. Soft computing is a consortium of methodologies centering in FL, artificial neural networks (ANN) and evolutionary computation (EC). These methodologies provide flexible information processing capability for handling real life ambiguous situations.

2.2. Non-algorithmic models

Newer computation techniques to cost estimation that are non-algorithmic were sought in the 1990s. Researchers turned attention to a set of approaches that are soft computing-based.

FL with its offerings of a powerful linguistic representation can represent imprecision in inputs and outputs, while providing a more expert knowledge-based approach to model building. A study by Hodkinson and Garratt claims that estimation by expert judgment was better than all regression-based models [13].

MacDonell et al. [21] explored an expert knowledge-based application of FL to effort prediction. This particular research has evolved into the development of a tool, FULSOME, to assist project managers in making predictions. MacDonell also applied fuzzy modeling to software source code sizing in Ref. [19].

Attempts have been made to fuzzify some of the existing algorithmic models in order to handle uncertainties and imprecision problems in such models. The first realization of the fuzziness of several aspects of one of the best known [17], most successful and widely used model for cost estimation, COCOMO, was that of Fei and Liu [10]. Fei and Liu observed that an accurate estimate of delivered source instruction (KDSI) cannot be made before starting the project. Therefore, it is unreasonable to assign a determinate number for it. Jack Ryder [31] investigated the application of fuzzy modeling techniques to two of the most widely used models for effort prediction; COCOMO and the Function-Points models, respectively. Idri and Abran [14] applied FL to the cost drivers of intermediate COCOMO model. The application of FL to represent the mode and size as input to COCOMO model was later presented by Musilek et al. in Ref. [24]. Musilek et al. presented a two-stage implementation called simple F-COCOMO model and augmented F-COCOMO model, respectively.

FL has also offered itself as a useful tool to aid other techniques for software cost estimation like analogy. Similarity between projects is often used when estimating software effort by analogy. Various authors have put forward various proposals for means of deriving similarity as input to the estimation process; the nearest neighbor algorithm [34] is one such approach. This algorithm cannot handle projects attributes described by categorical variables. Idri and Abran [15,16] proposed an alternative approach using FL to deal with this limitation.

Venkatachalam [40] investigated the application of ANN to cost estimation. Other latest works using neural networks (NN) in cost estimation are reported in Refs. [3,4]. ANN is able to generalize from trained data set. Over a known set of training data, an ANN learning algorithm constructs mappings that fit the data, and fits previously unseen data in a reasonable manner as well [38].

A marriage between NN and FL, Neurofuzzy, was introduced into cost estimation in Ref. [13]. A Neurofuzzy system can combine the linguistic attributes of a fuzzy system with the learning and modeling attributes of a NN.

EC has also recently found its usefulness in software effort estimation. Burgess and Leffley [6] applied genetic programming (GP) to software effort estimation. EC simulates evolution on a computer.

Chulani et al. [7] applied Bayesian analysis in calibrating the 1998 version of COCOMO II model to 161 data-points. When compared with the 1997 calibration done using multiple regressions, the Bayesian approach was adjudged to perform better and more robust. Bayesian analysis was also used in the calibration of the 2000 version of
COCOMO II by Boehm et al. [2]. The result of this was a higher predictive accuracy.

In summary, FL has been proposed to model imprecision present in the variables that make up the COCOMO model; and the imprecision present in software effort prediction in general. However, there is still much uncertainty as to what prediction technique suits which type of prediction problem [35]. Choosing between the various techniques is an arduous decision that requires the support of a well-defined evaluation scheme to rank each prediction technique as it applies to any prediction problem. A sample evaluation scheme is given in Section 3 of this paper.

Section 3 reveals that a problem with existing techniques is the absence of transparent framework that incorporates expert knowledge, information from historical project data, imprecision handling and adaptability. The existence of such framework would explore most information source available to make predictions that could gain the confidence of project managers.

### 3. Classification attributes for soft computing-based techniques

A software project manager will need to trust predictions made by prediction techniques, if these techniques are to be deployed in practice [18]. Prediction can be viewed from three different perspectives: the prediction problem (e.g., estimating the cost of development/testing, the duration of development/testing, etc.), the particular problem at hand (a specific case with its own characteristics, e.g., a supermarket software), and finally the prediction technique (e.g., algorithmic model, analogy, FL, etc.). Assessing a prediction technique, in our own view, should not only be based on accuracy of estimates made, but also on other attributes of the underlying prediction model. To the best of our knowledge, assessing prediction systems in the literature have been based on the characteristics of the dataset (i.e., the data on which the prediction is carried out) and the accuracy of the model only [35].

There is still much uncertainty as to what prediction technique suits which type of prediction problem [35]. This type of uncertainties is what we desire to address by proposing set of attributes to aid the assessment and choice of prediction system. Our critical survey result that concludes this section was guided by the set of attributes discussed in the sequel. We propose this set of attributes, which was developed based on surveying the literature, for assessing, classifying, and comparing soft computing-based effort prediction systems:

**Underlying model.** The underlying model specifies whether the soft computing approach to effort prediction is based on an existing algorithmic cost estimation model like COCOMO, SLIM, etc. or based on other models like expert judgment, analogy, etc. Empirical research has indicated that expert judgment coupled with prediction systems sometimes outperform either prediction systems or expert judgment alone [23]. Based on this observation, it might not make much sense to keep everything to a single model. For example, if the underlying model were known not to always perform accurately, this would affect any variant of it that is implemented.

**Trainability.** Trainability is the ability of a prediction system to learn the relationships between features and adapt during training. This attribute is what has generally been referred to as adaptability in many of the approaches surveyed.

**Adaptability.** This attribute describes the ability and ease of the prediction system to adjust to new environments as new information and knowledge are supplied. Trainability does not translate to adaptability, as a system could be trainable but not adaptive. Adaptability subsumes trainability.

**Sensitivity.** This attribute refers to the responsiveness to changes in input data, and the type of input data it can handle (e.g., numeric data, categorical data). Responsiveness to changes in input data assesses the effect an imprecision in input to the model has on the effort estimate produced. For example, we desire to know how well the system can accommodate an error involving size supplied as 900 KLOC as opposed to the actual 850 KLOC.

**Aspect coverage.** This refers to the ability of the approach to cover wide range of aspects of the development process and environment. For example, whether the effort prediction system takes into consideration the following: reuse, capability-maturity model level, etc.

**Spectrum coverage.** This attribute refers to the coverage of different types (classes) of systems, e.g., organic, semi-detached and embedded systems, as proposed by Boehm in Ref. [1]. If a prediction system is not sophisticated, it might not be able to cover the whole spectrum. A prediction system might still be able to model a software project inherently made up of different classes without necessarily breaking the project into different groups, although such systems may be too complicated.

**Implementation technique.** We define this attribute to capture the implementation approach taken. An implementation approach using soft computing can be as simple as a straightforward application of an underlying model by applying a single soft computing approach, e.g., fuzzifying input/output, or a more sophisticated implementation technique that explores/combines various capabilities of the soft computing methods used (e.g., FL, NN, neurofuzzy (NF), neuro-genetic (NG), etc.)

**Input data.** This attribute identifies the type of input data required by the effort prediction system to perform estimates, e.g., lines-of-code. It also reflects the ease of getting the input data and the accuracy in making reasonable estimates. Input data is simply the input required to make estimates using the prediction system, but not to develop the prediction system.
Knowledge acquisition and data source. This refers to the mode of knowledge acquisition considered in developing (i.e. training/adapting) the prediction system, the source of data required and how reliant the system is on the data source. The mode of knowledge acquisition could either be manual, with users being the source of the knowledge or automatic (based on perceived relationship between the data through learning). For example, a system that relies on users to supply rules in a FL-based approach is said to exhibit manual knowledge acquisition. The data source can be either from historical or simulated data.

Complexity of the model. This attribute refers to the amount of effort or size (e.g. number of neurons, number or rules, etc.) required for building and/or using the prediction system. This attribute reflects the efficiency of the prediction system. A model that is not practical or rather difficult to use might not be a good model. For example, NN are known to give good approximations, but they might be overly complex and require considerable effort and expertise [23].

Accuracy. Accuracy is the attribute of a prediction system that reflects its effectiveness. A software manager who wants to use a prediction model would desire to use an accurate one.

Transparency. Transparency of a prediction system reflects the visibility of the prediction process to the software engineer/expert. Interaction or collaboration between the prediction system and the end-user/expert is of great importance, especially for maintenance purposes. If a system is transparent, an expert can easily evaluate and add his own knowledge to improve accuracy of the model, because it would be possible to see and understand the processes involved. Empirical research has indicated that experts coupled with prediction systems outperform either prediction systems or experts alone [23].

Extendibility. Extendibility reflects the ability of a prediction system to accommodate changes to its model, in that it will be useful for predicting effort required for other activities of software development, e.g. maintenance, testing, etc. A prediction system that uses an underlying model in such a way that the prediction process expects a specific type of input, might not be useful on extending it to other activities for which such inputs are not defined.

The assessment attributes presented offer more beyond their usefulness in carrying out comparison of prediction systems. They can serve as guidance to researchers attempting to develop prediction systems for effort estimation using soft computing.

This set of attributes can serve as a fundamental groundwork of what needs to be measured when assessing and comparing prediction systems. A set of metrics can be built on top of this groundwork to quantitatively assess prediction systems. This type of metric would help a software engineer in decision making as to what prediction system to use and when to use it. An approach to developing such metrics was presented with a sample rating scheme in our previous work in Ref. [32]. Meanwhile, we admit that some of these attributes may be difficult to measure in a systematic manner.

Some other researchers have proposed attributes to assess effort prediction models, but not much attention was given to soft computing. Typical works in this area include that of Boehm [1], Briand and Wieczorek [5], Burgess and Lefley [6], Gray and MacDonell [12], and Mair et al. [23]. Most of the attributes proposed by these researchers are subsumed in our attributes.

In concluding this section, Table 1 gives a summary of our critical study of important soft computing-based

<table>
<thead>
<tr>
<th>Work</th>
<th>Model</th>
<th>Approach</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Musilek et al. [24]</td>
<td>FL</td>
<td>Fuzzification of COCOMO nominal effort model</td>
<td>Not adaptive</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>No fuzzy rules</td>
</tr>
<tr>
<td>Idri and Abran [14]</td>
<td>FL</td>
<td>Fuzzification of COCOMO Cost Drivers</td>
<td>Mode modelled as singletons</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Not adaptive</td>
</tr>
<tr>
<td>MacDonell et al.</td>
<td>FL</td>
<td>FULSOME Tool</td>
<td>Key project feature ignored (SIZE)</td>
</tr>
<tr>
<td>[20–22]</td>
<td></td>
<td></td>
<td>Not adaptive (rulebase need to be reconstructed)</td>
</tr>
<tr>
<td>Wittig and Finnie</td>
<td>NN</td>
<td>Training using historical/simulated data</td>
<td>Trainable, not adaptive</td>
</tr>
<tr>
<td>[42]</td>
<td></td>
<td></td>
<td>Imprecision not handled</td>
</tr>
<tr>
<td>Boetticher [3,4]</td>
<td>NN</td>
<td>Training using historical data</td>
<td>Trainable, not adaptive</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Imprecision not handled</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>No Transparency</td>
</tr>
<tr>
<td>Burgess and Lefley</td>
<td>GP</td>
<td>Effort estimation formulated as symbolic regression problem</td>
<td>Not adaptive</td>
</tr>
<tr>
<td>[6]</td>
<td></td>
<td></td>
<td>Imprecision not handled</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>No total transparency</td>
</tr>
<tr>
<td>Hodgkinson and Garratt [13]</td>
<td>NF</td>
<td>Used NN learning to extract fuzzy rules from data</td>
<td>Trainable, not adaptive</td>
</tr>
<tr>
<td>Shukla [37]</td>
<td>NG</td>
<td>Genetically trained NN using historical data</td>
<td>Trainable, not adaptive</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Imprecision not handled</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>No total transparency</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>No transparency</td>
</tr>
</tbody>
</table>
prediction systems using the attributes we have presented in Section 2.

The considered works use models that include, FL, NN, GP, and hybrids like NF and NG. A more detailed evaluation is contained in Ref. [32]. Our critical evaluation reveals that no single soft computing-based software effort prediction system exists that incorporates the following:

1. Tolerance of imprecision
2. Incorporating expert’s knowledge in a well-defined manner
3. Total transparency in the prediction system
4. Ability to explain prediction results through rules or other means
5. Adaptability to cope with continuous change in development technologies and environments.

Properly addressing these problems would position soft computing-based prediction techniques as models of choice for effort prediction, considering the promising features already present in them.

4. Adaptive and transparent framework

Most significant of the problems identified in concluding our critical study is the lack of adaptive soft computing-based effort prediction systems that provide complete transparency to the prediction system building strategies. Thus, experts would not be able to easily augment with their knowledge while building and using the prediction system.

In addition, efforts at handling the imprecision problem present in one of the most widely used algorithmic model, COCOMO, has not been appropriate, since the model was not addressed as a whole. That is, imprecision in input is separately modeled for the nominal effort part of the model and cost drivers. Thus, integrating the individual component of the model into a single prediction system remains an open question.

In order to address these problems we propose a FL-based framework that is built upon an existing cost estimation model—COCOMO. A major justification for using COCOMO is that, while many traditional models have been said to perform poorly when it comes to cost estimation, COCOMO’81 is said to be most plausible [24], best known [17], and most cited [13] of all traditional models. For detailed justification of the assertions above, the reader is advised to consult the works by Musilek et al. [24], Kirsopp and Shepperd [17] and Hodgkinson and Garratt [13]. Devnani-Chulani reported that over a dozen commercial COCOMO’81 implementations are available [9]. The original COCOMO database is also readily available for validation.

Our framework to be presented later in this section addresses these noted problems by:

- Providing a well-defined and transparent approach to accommodate expert knowledge
- Proposing a well-defined procedure to fuzzify and integrate the various components of the COCOMO model that captures imprecision, and
- Implementing training algorithms to incorporate adaptability

4.1. The intermediate COCOMO model

The COCOMO model is a set of three models: basic, intermediate, and detailed. The models depend on the stage of software development and the level of information available. The basic version is used for quick, early, and rough estimates of effort. The intermediate and detailed versions include more information in the form of cost drivers. The detailed COCOMO model assumes that the influence of the cost drivers is phase-dependent, thus requiring the availability of much detailed information than the intermediate version.

Idri and Abran [14] reported that intermediate COCOMO model is the most widely used version. According to the authors, intermediate COCOMO model has estimation accuracy that is greater than the basic version, and at the same time comparable to the detailed version. COCOMO model takes the following as input: (1) the estimated size of the software product in thousands of Delivered Source Instructions (KDSI) adjusted for code reuse [1,8]; (2) the project development mode given as a constant value $B$ (also called the scaling factor); and (3) 15 cost drivers. The development mode depends on one of the three categories of software development modes: organic, semi-detached, and embedded. It takes only three values, $[1.05, 1.12, 1.20]$, which reflect the difficulty of the development. The estimate is adjusted by factors called cost drivers that influence the effort to produce the software product. Cost drivers have up to six levels of rating: Very Low, Low, Nominal, High, Very High, and Extra High. Each rating has a corresponding real number (effort multiplier), based upon the factor and the degree to which the factor can influence productivity.

The estimated effort in person-months (PM) for the intermediate COCOMO is given as:

$$\text{Effort} = A \times [\text{Size}]^B \times \prod_{i=1}^{15} \text{EM}_i$$  \hspace{1cm} (1)

The constant $A$ in Eq. (1) is also known as productivity coefficient. The scale factors for the different modes are given in Table 2. These scale factors are based solely on the original set of project data used in developing the COCOMO model.

The effort multipliers corresponding to the cost drivers are incorporated into the effort estimation formula by multiplying them together. The numerical value of the $i$th cost driver is $\text{EM}_i$, and the product of all the multipliers is called the estimated adjustment factor (EAF). The actual effort in PM, $\text{PM}_{\text{total}}$, is the product of the nominal effort
(i.e. effort without the cost drivers) and the EAF, as given below:

\[ PM_{\text{total}} = PM_{\text{nominal}} \times \prod_{i=1}^{15} EM_i \]  \hspace{1cm} (2)

4.2. The proposed framework

Vagueness is present in all parameters of the COCOMO model. The exact size of software project to be developed is difficult to estimate to precision at an early stage of the development process. There is no consideration given to software projects that do not exactly fall into one of the three identified modes. In addition, the cost drivers are categorical (e.g. high, low, etc.), but determining the category that applies to a project for most cost driver depends on crisp values estimates that may not entirely fall under a single categorical class. In all these input parameters, fuzzy sets can be employed to handle the imprecision.

Various attempts have been made to address the fuzzy nature of some aspects of the COCOMO model, with prominent ones including Idri and Abran [14], Musilek et al. [24], and Pedrycz et al. [29].

However, these works have not looked into the integration of the nominal effort and the cost drivers of the COCOMO model. Our adaptive framework uses intermediate COCOMO as the base cost model to address the major problem of data scarcity and fuzzy rules training. Data scarcity refers to the unavailability of industrial data. We have been able to generate artificial datasets using the COCOMO model. A detail description of artificial data generation is given in Section 5. The framework is shown in Fig. 1.

The framework integrates the two components of the COCOMO model as given in Eq. (2): the nominal effort as calculated using the basic part of the model, and the effort adjustment using the effort multipliers. The framework allows fuzzy and expert knowledge incorporation.

We developed and trained fuzzy rules using the model equation (and expert knowledge) for the basic component at the top to estimate nominal effort, and fuzzified the cost drivers represented at the bottom part of Fig. 1. Independent training of the two components is valid because the effect of one multiplier is independent of the effect of others. Pfleeger observed the need for this independence of cost drivers in Ref. [30]; we have equally carried out an analytical justification in Ref. [33].

Thus, we can fuzzify and train the nominal part of the model equation independent of the cost drivers. Effects of the drivers on efforts are independent and can be aggregated with the predicted nominal effort. The fuzzy sets definitions take care of imprecision in input to the effort prediction model. Informal description of our approach for fuzzifying the two components that constitute the overall effort is given below.

4.2.1. Part I: fuzzy COCOMO for nominal effort

Considering the basic part of the model equation (Eq. (2)) for calculating nominal effort [1], we get

\[ E_{\text{nominal}} = (A \times [\text{Size}]^B) \]

Handling the imprecision in input supplied for size requires that size of software project be redefined as a fuzzy number, instead of crisp number, using suitable fuzzy sets. Thus, the size of a software project can be specified as a range of possible values and the closeness of each value to the actual value depends on the degree to which the value is a member of the fuzzy set describing the fuzzy number. Similarly, given the values for A and B as in Ref. [1], we define fuzzy sets for each mode of development such that each adjacent fuzzy set overlaps with its neighbors. The overlap will exploit the power of FL to enable us handle development projects that fall between two modes (a situation not possible in the COCOMO model). Sample artificial datasets are generated for size and the corresponding effort is calculated using the COCOMO model equation. For each selected size and cost calculated, membership functions are defined. We then proceed to formulate rules based on the relationship between size and effort; and train the fuzzy inference system (FIS) developed using the artificial dataset.

Implementing a fuzzy system requires that the different categories of the different inputs be represented by fuzzy sets, which in turn is represented by membership functions. For our problem, a natural membership function type that readily comes to mind is the triangular membership functions. It is a three-point function,
defined by minimum \(\alpha\), maximum \(\beta\) and modal \(m\) values, that is, \(\text{TMF}(\alpha, m, \beta)\), where \(\alpha \leq m \leq \beta\). Please refer to Fig. 2 for a sample triangular membership function, showing \(\alpha\), \(m\), and \(\beta\) with center \(m\), and support \([\alpha, \beta]\).

The fuzzy sets definitions for the mode of development appear in Fig. 3 below. For example, the middle triangular fuzzy set can be used to represent the fuzzy number (approximately semi-detached), with center 1.12, and support \([1.05, 1.20]\).

In addition, for size of software fuzzification, we have fuzzy sets as shown in Fig. 4 (triangular membership function) in the simplest case. The hypothetical effort fuzzy sets will correspondingly be as given in Figs. 5 (the unit of effort is in man-months).

Our rules formulated, based on the fuzzy sets of modes, sizes and efforts appear in the following form:

\[
\begin{align*}
\text{IF} \text{ mode } & \text{ is organic AND size is } s_1 \text{ THEN cost is } c_{11} \\
\text{IF} \text{ mode } & \text{ is semi-detached AND size is } s_1 \text{ THEN effort is } c_{21} \\
\text{IF} \text{ mode } & \text{ is embedded AND size is } s_1 \text{ THEN effort is } c_{31} \\
\text{IF} \text{ mode } & \text{ is organic AND size is } s_2 \text{ THEN effort is } c_{12} \\
\text{IF} \text{ mode } & \text{ is semi-detached AND size is } s_2 \text{ THEN effort is } c_{22} \\
\text{IF} \text{ mode } & \text{ is embedded AND size is } s_2 \text{ THEN effort is } c_{32} \\ & \cdots \\
\text{IF} \text{ mode is } m_j \text{ AND size is } s_i \text{ THEN effort is } c_{ji} \\
& (1 \leq i \leq n, 1 \leq j \leq 3)
\end{align*}
\]

Where \(m_j\) are the fuzzy values for the fuzzy variable mode, \(s_i\) (\(1 \leq i \leq n\)) are the fuzzy values for the fuzzy variable size, and \(C_{ji}\) (\(1 \leq i \leq n, 1 \leq j \leq 3\)) are the fuzzy values for fuzzy variable cost (effort).

The fuzzy membership functions of these rules are trained to improve their prediction quality (i.e. a measure of the prediction accuracy). In this paper, the prediction quality, \(\text{PRED}(t)\), is calculated as the percentage of the number of predicted values that fall within a threshold \(t\) of their actual values. The resulting trained FIS can be used to predict nominal effort early in the software life cycle, when a detailed knowledge of the cost drivers cannot be ascertained.

4.2.2. Part II: fuzzy adjustment factors

In the case of cost drivers, we consider each cost driver differently, since their definitions are based on different criteria. Each cost driver originally defined in Ref. [1], are based on rating scales of ‘low’, ‘high’, etc. and for each rating, we have corresponding multiplier that specifies the effect of the cost driver on nominal effort estimated.

For incorporating the cost drivers into our framework, we define fuzzy sets for each linguistic values, ‘Low’, ‘Very Low’, etc. as it applies to each cost driver. Then rules are formulated using the cost drivers in the antecedent (i.e. the IF part of the rule) and their effects on effort in the consequent (i.e. the THEN part of the rule.). In our framework, each cost driver has its own FIS. The defuzzified values from each of the FIS are aggregated as effort adjustment factor (EAF) to adjust the predicted output from the trained FIS for nominal effort.

For instance, let’s consider the TIME (computer turnaround time) cost driver. In this case, we represent the ratings shown in Table 3 using the fuzzy sets shown in Fig. 6.

<table>
<thead>
<tr>
<th>Table 3</th>
<th>The TIME cost driver range definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal</td>
<td>High</td>
</tr>
<tr>
<td>(\leq 50% \text{ use})</td>
<td>70%</td>
</tr>
</tbody>
</table>
Similarly, the effort multipliers in Table 4 are represented using fuzzy sets shown in Fig. 7.

From Figs. 6 and 7 we can have rules of the form:

If TIME is Nominal then EFFORT is Unchanged
If TIME is High then EFFORT is Increased
If TIME is Very High then EFFORT is Increased Significantly
If TIME is Extra High then EFFORT is Increased Dramatically

In concluding our presentation of the framework, it is worth noting that our rules formulated for the nominal effort part is required to be trained using an adaptive training algorithm. The algorithm will be able to evolve the relationship between features/factors involved. The adaptive training approach and the algorithms are presented in the subsections that follow. The rules formulated for the cost drivers part do not have to be trained. These rules are simply developed into FISs. However, the membership functions definition and rules formulation are open to experts’ knowledge, because our approach is transparent.

Table 4
The TIME cost driver range definition
<table>
<thead>
<tr>
<th>Nominal</th>
<th>High</th>
<th>Very high</th>
<th>Extra high</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00</td>
<td>1.11</td>
<td>1.30</td>
<td>1.66</td>
</tr>
</tbody>
</table>

4.3. Adaptive training approach

The training strategy requires building learning capabilities into our FL framework so that the system can learn the importance of the input features and their relationships with effort.

Let us consider once again the nominal effort component of the framework for effort model. Our rules formulation informally discussed in Section 4.2 follow the Mamdani max–min fuzzy reasoning. This reasoning can be transformed to fuzzy perceptron structure introduced by Nauck et al. [25,26] in a straightforward manner.

We have rules of the form:

IF MODE is $M_j$ AND SIZE is $S_i$ THEN EFFORT is $C_{ji}$

Using the Mamdani max–min inference system to evaluate the complete set of rules, the effort derived from the rules is given as:

$$C_{ji}(\text{effort}) = \max_j \{\min\{M_j(x), S_i(y)\}\}$$  \hspace{1cm} (3)

where $M_j(x) : \mathcal{R} \rightarrow [0, 1]$, and also $S_i(y) : \mathcal{R} \rightarrow [0, 1]$

Eq. (3) is the fuzzy reasoning for evaluating a rulebase to get the predicted output. We have used the fuzzy perceptron learning structure (similar to NN perceptron) [25] to represent the fuzzy reasoning. This representation helps to preserve the meaning of the relationships between the variables, during and after training.

Suppose we derive the following three rules:

R1: IF MODE is $M_1$ AND SIZE is $S_1$ THEN EFFORT is $C_{11}$
R2: IF MODE is $M_2$ AND SIZE is $S_1$ THEN EFFORT is $C_{21}$
R3: IF MODE is $M_3$ AND SIZE is $S_1$ THEN EFFORT is $C_{31}$

The fuzzy perceptron representation of the rules using the Mamdani fuzzy reasoning system is given in Fig. 8. $\mu^{(1)}_i$, $\mu^{(2)}_i$ are membership functions of the mode and size input variables, respectively, while $v_{ij}$ are fuzzy sets of the effort output variable. $M_j$, $S_i$ and $C_{ij}$ are linguistic terms (Fig. 9). Considering rule R1, for instance, $M_1$, $S_1$ and $C_{11}$ are linguistic terms represented by the fuzzy sets $\mu^{(1)}_1$, $\mu^{(2)}_1$ and $v_{11}$, respectively.
From the representation above, the architecture of the fuzzy perceptron is determined by the rules and the fuzzy sets of the underlying problem. This representation retains the transparency in the rules formulated, and retains the built-in fuzzy reasoning. The rules in the rulebase are transparently formulated or updated, and not evolved from data after training as usually done for NF systems that use NN learning algorithms directly. This transparency allows experts to augment with their knowledge by adding new rules. Rules may also be deleted if they are adjudged to consistently perform poorly. It is worth noting that, inconsistencies cannot arise in our rulebase.

The adaptive training algorithms for the framework will encourage modularity of knowledge in adapting to different environments. Adaptability in this context refers to the changing parameters of the MFs in order to accommodate new data. A detailed explanation is given in Section 4.4. Modularity is also achieved in the sense that the whole rulebase and knowledge are not reconstructed or destroyed each time the framework is deployed to different environments.

4.4. The training algorithms for the framework

We built our training algorithm on the generic fuzzy perceptron architecture’s algorithm by Nauck et al. [25,26], adapting the algorithm as appropriate for our problem.

The training implementation involves these steps:

1. **Structure-Learning Phase** (for building the IF–THEN rules using the knowledge built into the COCOMO model)
2. **Parameter-Learning Phase** (for tuning the membership functions and rules to optimize)

The structure-learning phase involves building a full rulebase to be optimized during training of the membership functions. Our proposed approach for building a rulebase of the FIS for nominal effort prediction is a special case of the five-step procedure proposed by Wang and Mendel [41] for generating fuzzy rules from numerical data pairs.

An outline summary of the five-step procedure by Wang and Mendel is given as follows:

(i) Divide the input and output spaces into fuzzy regions
(ii) Generate fuzzy rules from given data pairs
(iii) Assign a degree to each rule
(iv) Create a combined fuzzy rule base
(v) Determine a mapping based on the combined fuzzy rule base

Since our rules are not just generated from given data pairs, but guided by the prior knowledge embedded in the COCOMO model, we will only adopt and modify Step (i) of Wang and Mendel for partitioning the size input variable into fuzzy regions using fuzzy sets. The prior knowledge available makes the remaining steps not applicable to our approach. We only need to know the parameters of the MFs of the regions in order to formulate rules. In Wang and Mendel approach, the degree to which data pairs supplied belong to each MF determines the rules to be formulated, because no prior knowledge is available. The steps to build the initial FIS are described by **Algorithm 1**.

**Algorithm 1** is guided by the prior knowledge already embedded in the cost model, which avoids the computational overhead of searching for spurious rules after the rulebase is created. Our rules are reflection of the actual relationships between the variables.

**Algorithm 1**: Building initial FIS

**Step 1**: Defining the input variables membership functions
1. Define fuzzy sets for mode input variable (intuitive from mode classification) using triangular membership function, or any other shape of membership functions that is applicable, like Gaussian MFs
2. For the size input variable, suppose the domain interval is \([-a, +a]\), e.g. \((1–100 \text{ KDSI})\), where the domain interval means that most probably the size variable will assume values that lie in this interval. Divide the domain interval into \(2N + 1\) region, and assign each region a fuzzy membership function. Fig. 9 shows an example where the domain interval is divided into five regions \((N = 2)\). The shape of each membership function is triangular in this case—one vertex lies at the center of the region and has membership degree value of 1; the other two vertices lie at the centers of the two neighboring regions, respectively, and have membership degree values equal to zero. That is, each MF is defined as \(\text{TMF}(\alpha, m, \beta)\), with center \(m\) and support \([\alpha, \beta]\). The membership degree in TMF of center \(m\) is 1, and those of \(\alpha\) and \(\beta\) are 0.

**Step 2**: Defining the output variables membership functions
1. For the output variable, effort, the parameters of each MF of a selected size MF in Step 1 is plugged into COCOMO nominal effort model to calculate the parameters of the corresponding effort, for each of the three modes. This implies that, for every size MF, we will have three different membership functions corresponding to three regions
2. Repeat (1) as many as the number of input MF we have for size

**Step 3**: Formulating the rules and populating the rulebase
1. Using the prior knowledge embedded in COCOMO model, we formulate a rule reflecting the relationship between corresponding mode, size and effort MFs selected. This is repeated for as many as the number of effort MFs created in Step 2. Thus, we will have \((2N + 1)\) regions and MFs in the output. Similarly, we will have \((2N + 1)\) fuzzy rules in the rulebase of the fuzzy system.
The objective of the parameter-learning phase is to adjust parameters of the FIS such that the error function during training reaches minimum or is less than a given threshold [27,36]. The error measure is not only used to guide the learning process, but also to evaluate the performance of the final model. Training is achieved by adapting the parameters of the membership functions and rules in the input/output layers.

Algorithm 2 describes our approach to generating artificial dataset for training and validation.

The algorithms for fuzzy set learning in a Mamdani-type fuzzy system, originally presented in Refs. [28,29] follow this four-step procedure:

1. Choose a training sample and propagate the input vector across the network to get the output.
2. Determine the error in output, and the error gradient in all the other layers.
3. Determine the parameter changes for the fuzzy weights and update the fuzzy weights.
4. Repeat until the fuzzy error is sufficiently small after an epoch is complete.

We have modified this algorithm where applicable to suit our problem. The modification of the MFs of rules is based on the extent of contribution of each rule to the output.

The fuzzy set learning algorithm (Algorithm 3) uses the following notations:

1. \( L \): a set of training data with \(|L| = s\), where patterns \( p \in R_s \) as input is mapped to a target \( t \in R \).
2. \((p, t) \in L\): a training pattern consists of an input vector \( p \in R_s \) and target \( t \in R \).
3. \( A_r = (\mu^{(1)}_r, ..., \mu^{(n)}_r) \) the antecedent of rule \( R_r \).
4. \( A_r(p) \) denotes the degree of fulfillment of rule \( R_r \) (with antecedent \( A_r \)) for pattern \( p \), i.e. \( A_r(p) = \min\{\mu^{(1)}_r(p^1), ..., \mu^{(n)}_r(p^n)\} \).
5. \( \mu^{(i)}_r \): a fuzzy set of input variable \( x_i \) \((i \in \{1, ..., n\})\), \((x_1 = \text{mode}, x_2 = \text{size})\) that appears in the antecedent of fuzzy rule \( R_r \)(\( r \in \{1, ..., k\} \)).
6. \( v_r \): a fuzzy set of output variable \( y \) (effort) that appears in the consequent of fuzzy rule \( R_r \).
7. \( \delta \): is the learning rate of the training algorithm.

Algorithm 3 implements the main loop of the training procedure. In each loop, the algorithm propagates a training pattern, determines the output of the fuzzy system. Using the output error, the algorithm computes parameter updates of the antecedent and consequent MFs, as outlined in the four-step procedure above.

The main information derived from the output error value is whether the contribution of a fuzzy rule to the overall output values should be increased or decreased. The actual modification of the consequent and antecedent MFs is based on some heuristics in the other two algorithms (i.e. Lines 7 and 13 in Algorithm 3). These heuristics are same as in the original algorithms, which is discussed by Nauck in Ref. [27].

The learning algorithm is presented below.

Algorithm 3

Fuzzy set training in Mamdani-type fuzzy system

1. repeat
2. for all patterns \((p, t) \in L\) do
3. propagate the next training pattern \((p, t)\);
4. \( E = (\hat{y} - o)/\text{outputRange} \) (*normalize error*)
5. for each rule \( R_r \) with \( A_r(p) > 0 \) do
6. \( * \) Consider only the rules that fire*
7. for all \( V_r \) do \(*\text{modify all output fuzzy sets} *)
8. ComputeConsequentUpdates \( V_r, E, A_r(p), t \);
9. Update \( (V_r) \);
10. end for
11. \( E_r = (2 \cdot V_r \cdot (t - 1)) / |E| \);
12. (*modify antecedent MF with min. membership degree of all MFs*)
13. \( j = \min_{k=1, ..., n} \{A_k(p)\} \);
14. ComputeAntecedentUpdates \( \mu^{(i)}_r, E_r, p \);
15. Update \( (\mu^{(i)}_r) \);
16. end for (* end for each rule *)
17. end for (* end for all training patterns *)
18. Calculate RMSRE and test for end criterion
19. until (* end for each epoch *)
In Algorithm 3 above, we normalized the error $E$ in output, dividing it by the range of the domain interval of the output variable as given in Line 4. The idea behind our normalization is to tolerate small errors, and make the value of the error relative to the value of the output variable. This is necessary because training the fuzzy sets takes the ranges of the individual variables into account. If the output variable is using very large values, the size of delta computed is equally so large. In order to be completely independent of the ranges of all the variables, we use the normalization of the error. The training algorithm would therefore successfully operate on any range of input/output variables in the dataset, and there would be no need to normalize the dataset between [0,1] before training, as normally done in NN. This means that the error is bounded and not overemphasized for large errors in output.

The modification factor of the consequent MFs is computed by using the error $E$, in predicted output for effort. The modification factor of the antecedent MFs, on the other hand, is computed from a factor of $E$ (see Line 10 in Algorithm 3).

The heuristic for modifying the output of a fuzzy system takes the defuzzification procedure into consideration. The defuzzification procedure used is the centre of area (COA) [28].

5. Experiments

We have conducted some experiments for the purpose of developing and training FIS for effort (cost) prediction using our proposed approach. The datasets used for the experiments are artificial datasets randomly generated following the procedure discussed in Section 4.

Our experiments basically involve implementation of the training algorithm. During the experiments, we explored different strategies to train the fuzzy system as reported in
Ref. [33], but limit our discussion here to the most accurate training and adaptation strategy. The training algorithms have linear time complexities and run for seconds or minutes in the worst case.

The artificial dataset for all the experiments is composed of 100 observations partitioned into 67 training data and 33 validation data.

5.1. Training the FIS for the framework

We conducted an experiment to train a FIS with five input MFs for the size input variable and three MFs for mode input variable. A plot of the root mean square relative error (RMSRE) showing the learning curve during training is shown in Fig. 10.

The prediction capabilities of the trained FIS was tested using the actual data on which the FIS was trained and on the validation data. Fig. 11 shows the prediction results obtained from the trained FIS using the validation dataset that was not used during training.

Fig. 12 shows the detailed results of instances of the same experiments, using 3, 5, 7, 9, and 11 fuzzy sets for size, respectively. The graph shows consistent improvement in the performance of the trained FIS with increasing number of input MFs when compared to untrained FIS. When 11 MFs were used, the trained and untrained FIS
gave the same results. Our intuitive explanation for this is related to the suitability of a rulebase, which depends on the initial fuzzy partitions. That is, if there are too few fuzzy sets, groups of data that should be represented by different rules might be covered by a single rule. In the same vein, if we have too many fuzzy sets than necessary, as is the case for 11 MFs, too many rules would be created resulting in over-fitting. Thus it may be difficult to see significant impact of training on the initial FIS. The accuracy of the trained FIS increases, but interpretability of the rulebase decreases.

In addition to the gain in prediction quality, Fig. 13 shows corresponding reduction in the RMSRE with increasing number of input MFs after training. The gain achieved by training the initial FIS which was hidden when using 11 MFs, as discussed above, is clearly
the 63 live projects in the COCOMO database [1] whose sizes database offers some respite in this regard. community, the public availability of the COCOMO adjudged difficult to obtain in software engineering and train FIS for effort prediction has been done using 5.2. Validation using the COCOMO database

In Section 5.1, the validation of our approach to develop and train FIS for effort prediction has been done using artificial datasets. While real life data has always been adjudged difficult to obtain in software engineering, the public availability of the COCOMO database offers some respite in this regard.

For the validation in this section, we have selected 53 of the 63 live projects in the COCOMO database [1] whose sizes in lines of code fall within 1–100 KDSI. This is not in anyway a limitation, but it is the same range we have used to develop the FIS from artificial datasets. Our approach to partitioning the input/output space into fuzzy regions discussed in Section 4.3 and Algorithm 1 confirms that we are totally independent of the range of input/output variables.

We adopted two approaches to conduct our validation using the COCOMO database. The first validation approach uses the FIS already trained with artificial training dataset as done in the previous experiments. This validation procedure is presented in Section 5.2.1. Secondly, we trained a new FIS using the data from COCOMO database directly, and testing the performance on the COCOMO data after training as presented in Section 5.2.2.

5.2.1. Using datasets from COCOMO database on trained FIS

Our validation in this subsection is carried out in two steps. The first step compares the performance of the trained FIS for nominal effort prediction with that of nominal intermediate COCOMO model estimate on actual project values. The second step compares the performance of trained FIS with the COCOMO model estimates using the same effort multipliers used in the COCOMO database to adjust the FIS nominal effort. We again compare the performance of adjusted effort of both COCOMO model and trained FIS.

The nominal effort from intermediate COCOMO model has 26% of its predicted values fall within 25% of the actual values (PRED(25) = 26%). The trained FIS when tuned with EAF has 55% of the predicted values fall within 25% of their actual values (PRED(25) = 55%). The graph in Fig. 15 compares the adjusted effort predicted using the trained FIS and COCOMO model on actual projects in the database.

We plot a graph of the percentage error on predictions made by trained FIS and COCOMO model using the COCOMO database. These graphs are shown in Figs. 16 and 17 for the nominal effort and adjusted effort predictions, respectively.

Considering the percentage error graphs, the trained FIS recorded marginally higher percentage errors on an average, thus making the predictions of the COCOMO model a little better. The overshoot in the percentage error of one of the data-points when testing the trained FIS could possibly have resulted from the artificial training data not covering values at such data-points.

In summary, the prediction quality and the percentage errors show that COCOMO model marginally outperforms the trained FIS in this test. This observation is not surprising since our trained FIS derived most of its initial knowledge from the COCOMO model, including the training data. For a fairer comparison, we train the FIS directly from the COCOMO database and compare the results as discussed in Section 5.2.2.

5.2.2. Validation using the COCOMO database to train the FIS

The aim of the first validation experiment carried out here is to strengthen our assertion that the availability of more information would enhance the prediction capabilities of the framework.

Two validation experiments were carried out here. The first experiment partitioned the 53 data-points selected from the COCOMO database into 39 training and 14 validation datasets. After training, the FIS yields nominal effort with prediction accuracy of PRED(25) = 26% on training data, PRED(25) = 29% on validation dataset, and PRED(25) = 26% on the entire 53 data-points. This shows that both trained FIS and COCOMO model achieved the same prediction quality—PRED(25) = 26%.

In the second validation experiment, the whole dataset of 53 data-points was used for training, yielding prediction accuracy of PRED(25) = 30% after training. The prediction accuracy recorded by the trained FIS is higher than that of COCOMO model which reported PRED(25) = 26%, as discussed in Section 5.2.1. We are aware that any training procedure that uses same data for training and validation would definitely be biased. But the second experiment was simply carried out to show that, given enough information the framework could perform better.

Fig. 18 shows the percentage prediction error recorded by the trained FIS and COCOMO model when the FIS is trained using all the data-points selected from the COCOMO database. The error graph reveals that, the percentage errors
of the two are comparable. In sort, the COCOMO model prediction contains the data-point with the largest percentage error.

In concluding our validation using live project data, the FIS appears to perform as well as the COCOMO model, and could potentially perform better, but this needs further extensive empirical investigation overtime.

5.2.3. Validation of the training procedure

The objective of this experiment is to investigate the learning capabilities of the training procedure.

The approach involves developing a badly formulated FIS rulebase and investigates if our training procedure can still rediscover a pattern for improvement. If this objective is realized, then the presence of experts to provide adequate knowledge for building correct rulebase may enhance the potential of a trained FIS in providing qualitative estimates always.

The procedure we took to develop a bad rulebase is to distort the rulebase already well formulated to make it less meaningful. We have neither imposed lower nor upper bounds on the number of rules changed. The objective, as explained, is just to investigate the ability of the training procedure to learn, even when lacking some information. Our procedure for achieving this is given in Algorithm 4.

After distorting the rulebase, it is expected that the prediction accuracy drops, and this actually happened for the FIS with distorted rulebase. We then try to optimize the distorted rulebase to investigate whether our training procedure would be able to make some improvements.

After training, we observed some improvements. In particular, the prediction quality—PRED(25) on testing with the validation data improved from 59.94 to 70.59%, and improves from 54.55 to 62.12% on the training data.

In addition, the training has offered considerable reduction in the RMSRE while testing the trained FIS using validation and training datasets. The importance of this little discovery is again significant. It implies that, while about 70.59% predicted values fall within 25% of the actual values, it is clear that the bulk of the other data-points are very close to the 25% cut, unlike the untrained distorted rulebase FIS that has larger RMSRE.

Fig. 19 shows the percentage error when testing the untrained FIS and trained FIS with distorted rulebase using the training dataset. From the graph, it can be seen that almost 100% of the prediction made by our trained FIS fall within 100% of the actual values while the corresponding untrained FIS has 100% of the prediction fall within 700% of the actual value. The prediction error margin of

Algorithm 4

1. Create a fuzzy inference system with a rulebase formulated using the knowledge of relationships between mode, size and effort in the COCOMO model
2. Extract the rules automatically generated in (1) and save the initial FIS
3. Disorganize the rulebase such that they are less meaningful. For example, a combination of organic mode $M_1$, and specific size $S_2$ should give effort $C_1$. Change the conclusion of this particular rule to $C_2$, which is supposed to be the effort for a mode $M_1$ and size $S_2$
4. Repeat steps 1–3 until some of the rules are made less meaningful based on the relationships in (1)
5. Update the initial FIS with the updated rulebase and save as FIS2
6. Train the new FIS2 to give a finally trained FIS3
7. Evaluate the prediction quality of the trained FIS3, and compare the result of the prediction using the saved FIS2 (5)
100–700% is too wide, even as the trained FIS still maintains prediction quality that is very much higher than the untrained FIS.

Similarly, Fig. 20 shows similar experimental result on the validation dataset that was not used during training. Again, our trained FIS gave almost 100% of predicted values within 80% error margin, while the untrained FIS gave the same 100% prediction at an error margin of about 400%.

The ability of our training procedure to optimize a badly formulated rulebase with blind knowledge is significant. The availability of experts to furnish the rulebase with meaningful knowledge could make the training procedure a promising candidate for reliable effort prediction.

In summary, we recorded improvements in the performance of our training procedure in the presence of counter-intuitive rulebase. We also witnessed reduction in RMSRE values during validation.

6. Conclusion

In this paper, we have presented a transparent FL-based framework, equipped with training and adaptation algorithms for development effort prediction. The framework allows contribution from experts, and also enables the prediction technique to model and adapt to the environment of the prediction problem.

We have demonstrated the capabilities of the framework through empirical validation carried out on artificial datasets and the COCOMO public database of completed projects.

We have reported promising experimental summary results in spite of the little background knowledge in the rulebase and training data. It does signify that there are potentials for improvements when the framework is deployed in practice, since experienced experts could augment with their knowledge.

7. Future research

Some of the open issues, which we have identified, and that can be investigated in future research include the following:

1. Deploying the framework to COCOMO II environment and comparing performance on live projects data. Our framework is still valid and applicable to COCOMO II once experts are available to give information required for MFs definition and rulebase development.
2. Investigating other applicable MF types like Gaussian, and performing comparative analysis can be pursued as a future research.

3. A future research may involve investigating other approaches to normalizing the error measure. In our implementation of the training and adaptation algorithms, we have just used our intuition to normalize so far. Although, we observed improved performance, but require further investigation.

4. Investigating the performance of other defuzzification techniques may be pursued in a future work. The heuristic we have used in modifying the output fuzzy sets considers the defuzzification procedures. In our current implementation, we have used COA and it performed well.

5. Our research presented in this paper has dealt with knowledge imperfection when making decisions about effort and schedule estimations, where knowledge of the software engineer making the estimates can be imperfect due to doubt in validity of knowledge (uncertainty) and/or difficulty in expressing the knowledge (imprecision). Our research focus for further studies will look at these two types of imperfections in relation to unknown uncertainties that will arise during the development or deployment of the software system. An example of such unknown uncertainties includes the use of untried new technologies or activities that may arise because of unexpected failures or requirements that are encountered.

6. Investigating industrial acceptability of our proposed attributes sets as a groundwork for prediction models evaluation. This could be in the form of metrics based on some or all the attributes.

7. While it is expected that our fuzzy-based technique would be acceptable in the industry, we hope to carry out a feasibility study to establish it.

8. Building a graphical user interface that allows project managers to select input areas in the form of fuzzy sets, rather than forcing them to make crisp commitments.
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